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Abstract

Precise worldwide geolocalization is a challenging task due to the variety of images
taken from different geographical and cultural landscapes. Existing work on world-
wide geolocalization uses machine-learning approaches to estimate the location of
images by constructing mappings between imagery data and their corresponding
coordinates or geographical regions. As such, existing models cannot leverage
online or contextual information related to their task, and are unable to effectively
make precise street-level(1km) predictions. We present GeoAgent, a Large Multi-
modal Model(LMM) powered agent that completes precise geolocalization tasks by
leveraging online information such as Open Streetmap, satellite imagery, Google
Street View, as well as other machine learning models for image retrieval and
geo-estimation. We evaluate our model on the image geolocalization benchmark
IM2GPS3k and find that it outperforms the previous SOTA in street-level geolocal-
ization by an accuracy of 20.7%. Overall, we demonstrate that multi-modal vision
agents’ potential to be applied to real-world, complex tasks that require reasoning.

1 Introduction

Geolocalization, or geolocation, refers to the task of determining the geographical location associated
with a piece of media. Though popularized by the game Geo-Guessr, geolocation has a variety
of real-world use cases such as crisis response and verification of online content. Geolocalization
involves the usage of all forms of content, such as news articles, tweets, and image metadata, to
identify and corroborate the location associated with such content. Geolocation is considered one of
the most time-consuming and complex steps in the open source intelligence and digital verification
process (Fred et al., 2018). Due to the variety of geographical and cultural regions on Earth, precise
world-wide geolocalization remains a challenging task.

Existing work on geolocalization primarily focuses on image-based retrieval methods, which match
query images with a database of geographically annotated images, demonstrating high retrieval
accuracy(Lu et al., 2024; Ali-bey et al., 2023; Berton et al., 2023; Deuser et al., 2023; Zhu et al., 2022,
2023; Shi et al., 2019). However, the requirement of a comprehensive global database makes retrieval-
based methods impractical for world-wide geolocalization. Instead, world-wide geolocalization
relies on classification or transformer models to map imagery data to geographical regions(Hays
& Efros, 2008; Weyand et al., 2016; Seo et al., 2018; Clark et al., 2023; Haas et al., 2023; Clark
et al., 2023; Pramanick et al., 2022; Cepeda et al., 2023). These state-of-the-art models recognize
features like vegetation and road markings, similar to professional GeoGuessr players. However,
unlike constrained GeoGuessr gameplay, digital investigators use external tools such as Google Earth
and satellite imagery for precise geolocations. Current methods lack the ability to incorporate these
external sources, limiting their precision at the street level.

Recent advancements in large-multimodal models enables models to dynamically retrieve and process
online information, presenting new opportunities for more precise geolocation(Yang et al., 2023b;
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Figure 1: GeoAgent is a multi-modal agent based on Language Agent Tree Search that specializes in
conducting precise world-wide geolocalization. GeoAgent has access to tools such as Google Maps,
satellite imagery, Perplexity, and more

Wu et al., 2023; Niu et al., 2024; Yang et al., 2023a). To address the limitations of existing meth-
ods, we present GeoAgent, a multi-modal agent for precise world-wide geolocalization. GeoAgent
uses Language Agent Tree Search(Zhou et al., 2023) to orchestrate and manage the process of a
geolocation investigation, and performs actions through tools that can take multi-modal inputs and
outputs. GeoAgent has access to information retrieval tools such as Google Streetview, Satellite
imagery, Google Lens, Perplexity, as well as machine learning models for region estimation and
retrieval-based geolocation such as GeoCLIP(Cepeda et al., 2023), EigenPlaces(Berton et al., 2023),
and Sample4Geo(Deuser et al., 2023). We evaluated GeoAgent on existing image-based geolo-
cation benchmarks and found that it outperforms the state-of-the-art model in street-level (1km)
geolocalization.

We summarize our major contributions are as follows:

* We propose GeoAgent, the first language vision agent-based system that solve the problem
of world-wide geolocalization, and adapted agent reasoning framework Language Agent
Tree Search(Zhou et al., 2023) to the problem of world-wide geolocalization.

* We evaluated GeoAgent on the existing image-based geolocalization benchmark IM2GPS
3k, demonstrating a significant improvement in geolocalization accuracy over current state-
of-the-art models.

2 Proposed Approach

GeoAgent is based on Language Agent Tree Search(Zhou et al., 2023), which adapts the Monte Carlo
Tree Search algorithm in reinforcement learning as a framework for language model-based agents,
with a focus on being general, deliberate, adaptable, flexible and modular. In LATS, the root node
of the tree search represents user input. Each state transition represents an action sampled from the
action space by the LM(Language Model). Thus, each node or state on the tree represents a unique
trajectory or prompt that the LM can use to generate new actions and child states. GeoAgent assumes
an underlying LM that is multi-modal, and all tools in GeoAgent may have multi-modal outputs
in the form of text and image. LATS consists of 6 operations performed in succession: selection,
expansion, evaluation, simulation, backpropagation, and reflection. The following will describe each
of the steps in context of GeoAgent.

Selection. During the selection stage, the tree is traversed starting from the root node, each time
selecting the child node with the highest UCT (Upper confidence bounds applied to Trees)value
(Kocsis & Szepesvari, 2006) until a leaf node is selected.



Expansion. After selection, we prompt the LM to sample up to /N actions with the context of all
previous actions taken in the current branch and the global investigation context. The generated
actions will then be executed in parallel. The tool library is defined as follows:

* Reasoning and Control Tools:

— Return_coordinates(lat, lon): Sends coordinates to the verifier module upon
location conclusion.

— Decide(decision): Records a persistent decision in its branch.

— Add_clue(clue): Adds a clue to the global investigation context.

— Save_coords (coords): Stores coordinates (in JSON) locally for further analysis by
different tools.

* External Information Retrieval Tools:

— Google_maps_search(location): Searches Google Maps for a location, returning
coordinates and metadata.

— Google_lens(image_id): Uses Google Lens to find visual matches for the image.

— Google_image_search(query): Searches Google Images for the provided query.

— Perplexity_ask(query): Queries perplexity.ai for real-time information.

— Get_streetviews(coords_path): Samples up to 120 Google Street View panora-
mas near the coordinates, returning a database of panoramas and a render of up to 15
street views.

— Plot_satellite(coords_path): Samples and renders satellite imagery from the
provided coordinates.

* ML Inference Tools:

— Geoclip_predict(image_id): Runs GeoCLIP inference on the image, returning
the top 5 locations and a map with pins (Cepeda et al., 2023).

— Streetview_locate(image_id, db_path): Runs EigenPlaces model on the im-
age using a Street View database (Berton et al., 2023).

— Satellite_locate(image_id, db_path): Runs Sample4Geo model on the image
using a satellite imagery database (Deuser et al., 2023).

Evaluation. In this step, the LM will evaluate the trajectory of each generated action, and output
a value indicating the degree of confidence that the current trajectory will lead to a successful
geolocation. Denoting the currently selected node as p and sy, Sa, ..., s, as the n < N child nodes
added to the tree during expansion expansion. The LM is given a concatenation of the context of p
and the n action-observation pairs of the child nodes, and then prompted to reason and compare the
trajectory of each of the child nodes, and finally output n integers each representing a value of a child
node.

Simulation. During simulation, the currently selected node is expanded and a new child node is
selected until a terminal state is reached. A terminal state is reached when Return_coordinates is
called with a valid set of coordinates. While LATS assumes that reaching the terminal state allows
the agent to objectively determine the correctness of a trajectory, such assumption could not be made
for the context of geolocation. Thus, we use the LM as a judge for whether the conclusion of the
investigation is correct. Since valid coordinates must be provided in order to reach a terminal state,
satellite and street view imagery would be optimistically provided to the judging LM to assist in
corroboration. The LM would give a score on the scale of 1 to 10, in which a 10 would indicate a
successful geolocation.

Backpropagation. Based on the result of the simulation, backpropagation would update the values
of the tree. These values would then be used in the UCT formula to guide the selection of the next
node.

Reflection. Upon reaching an unsuccessful terminal node, the LM is prompted with the correspond-
ing trajectory to generate (1) a summary of the attempted geolocalization process, (2) an analysis of
the reasoning trajectory, and (3) advice to aid future geolocalization attempts.

While generally following the construction of Language Agent Tree Search, GeoAgent differs from
LATS in the process of expansion, the evaluation of terminal nodes, and the persistence of reflections
to better adapt to the task of world-wide geolocation.
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Table 1: We compare the performance of GeoAgent with state-of-the-art models on the IM2GPS3k
dataset (Hays & Efros, 2008)

Street  City Region Country Continent
Method 1km 25km 200km 750 km 2500 km
[LIKNN, o0 =4 (Vo et al., 2017) 7.2 194 26.9 38.9 55.9
PlaNet (Weyand et al., 2016) 8.5 24.8 34.3 48.4 64.6
CPlaNet (Seo et al., 2018) 10.2 26.5 34.6 48.6 64.6
ISNs (Miiller-Budack et al., 2018) 10.5 28.0 36.6 49.7 66.0
Translocator (Pramanick et al., 2022) 11.8 31.1 46.7 58.9 80.1
GeoDecoder (Clark et al., 2023) 12.8 33.5 45.9 61.0 76.1
GeoCLIP (Cepeda et al., 2023) 14.11  34.47 50.65 69.67 83.82
PIGEOTTO (Haas et al., 2023) 11.3 36.7 53.8 72.4 85.3
Ours (Sampled n=50) 32.0 57.0 72.0 80.0 80.0

3 Evaluation

We compare the performance of GeoAgent against existing models on the task of worldwide geolo-
calization. For our evaluation, we use GPT-4v(OpenAl, 2023) as our base vision-language model,
and we use a branch count of 5 and rollout threshold of 8 for the LATS process. Due to the significant
costs of running inference on large multi-modal models, we evaluated the image geolocalization
accuracy of GeoAgent by randomly sampling 50 images from the IM2GPS3k dataset. 1 compares
the efficiency of GeoAgent against existing worldwide image geolocalization models. In particular,
our approach significantly improves on the prior state-of-the-art performance on street, city, region,
and country level geolocalization with accuracy improvements of 17.9%, 21.3%, 18.2%, 7.5%
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Figure 2: Visualization of GeoAgent’s investigation on a tweet using GeoAgent Client. GeoAgent
uses Google Lens on a video frame to identify the location; and uses perplexity and satellite imagery
to corroborate the location before reaching a final conclusion. Original tweet: http://archive.
today/NrTBv, Full screenshot of reasoning trace: https://sh. jettchen.me/ga-trace-1

4 Conclusion

In this work, we introduce GeoAgent, a multi-modal agent system for world-wide geolocalization
based on Language Agent Tree Search. Through a sampled evaluation on image-based geolocalization
dataset, we show that GeoAgent exhibits significant improvements over existing state-of-the-art
models in terms of precise geolocalization accuracy. GeoAgent highlights the potential of multimodal
agents and assistants in conducting geolocations in a real-world investigative setting.

The source code for this project is available at https://github.com/JettChenT/GeoAgent. The repo
contains the core agent system under src, and a graph-based client under client. Full demo of an
investigation and screenshots are available at https://sh. jettchen.me/geoagent-demo.
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